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Fig. 1. The five steps of total hip arthroplasty in virtual reality: From left to right: Sawing off the femoral head, Reaming the acetabulum, 

Inserting the acetabulum implant, Reaming the femur, Inserting the stem implant.

Abstract— Virtual reality training simulations to acquire surgical skills are important for increasing patient safety and save valuable 

resources, e.g., cadavers, supervision and operating room time. However, as surgery is a craft, simulators must not only provide a 

high degree of visual realism, but especially a realistic haptic behavior. While such simulators exist for surgeries like laparoscopy or 

arthroscopy, other surgical fields, especially where large forces need to be exerted, like total hip arthroplasty (THA; implantation of a 

hip joint protheses), lack realistic VR training simulations. In this paper we present for the first time a novel VR training simulation for 

the five steps of THA (from femur head resection to stem implantation) with realis-tic haptic feedback. To achieve this, a novel haptic 

hammering device, an upgraded version of the Virtuose 6D haptic device from Haption, novel algorithms for collision detection, haptic 

rendering, and material removal are introduced. In a study with 17 surgeons of diverse experience levels, we confirmed the realism, 

usefulness and usability of our novel methods. 

Index Terms— THA, Haptics, Force feedback, Virtual reality, Training, Hip surgery, User Experience, Usability. 

 

1 INTRODUCTION

 Learning surgery requires a deep knowledge of anatomy, surgical 
techniques and a subtle intuition that can only be acquired through 

extensive practical experience. Therefore, surgical expertise is 
predominantly taught in a traditional master-apprentice model, where 
specialist surgeons closely supervise and guide residents during 
surgery at patients. To enhance the safety and efficacy of surgical 
interventions, many training methods have been devised to prepare 
residents for their first surgical experiences. They range from 
conventional cadaver training to physical anatomical models, and 
more recently, to virtual reality (VR) or augmented reality (AR) based 
simulation platforms [1–4]. Particularly, VR/AR technologies in 
surgical training is very promising as they inherently present fewer 
ethical dilemmas compared to cadaver training while also offering 
superior variability and reproducibility in training scenarios [5–8]. 
Further, body donners are usually very old so that their anatomy might 
not always be representative for the patients the surgery is performed 
on. In addition, the fact that the donners are dead and their bodies are 
often treated chemically for conservation alters the material properties 
of the tissue [9–12]. Physical models often do not adequately simulate 
material properties of bones [13] and livestock may have a similar but 
not equal anatomy of humans and comes with an ethical dilemma [14].  

In the 1990s the development of surgical training simulators and 
have now been integrated into curricula, e.g. arthroplasty (keyhole 
surgery in the abdomen) [15] and laparoscopy (keyhole surgery in the 
abdomen) [7]. However, despite these advancements, there remain 
some surgical disciplines where the availability of realistic virtual 
training systems is notably lacking. One such discipline is total hip 
arthroplasty (THA; implantation of a hip joint protheses), where the 
primary challenge lies in creating a simulation that replicates the 
substantial forces encountered during the surgical procedure [16]. 
Given that THA is a procedure performed hundreds of thousands of 
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times annually [17], the integration of simulators into the training 
regime of orthopedic surgeons becomes imperative.  

In this paper, we present a number of novel methodologies 
necessary for a realistic virtual THA simulator, as well as results of a 
user study investigating its realism. Our simulator is built on top of a 
preliminary version [18]. This prototype uses a KUKA iiwa robot 
[19], incorporates tactile feedback mechanisms into the reaming tool 
[20], and renders the haptic feedback based on material data from 
biomechanical experiments [16]. Building upon the success of this 
initial prototype, referred to as the HIPS training simulator, we have 
expanded its functionalities to encompass now the five most important 
surgical steps for THA (see Fig. 1):  
1. Cutting off the femoral head (ball shaped end of thigh bone) 

with an oscillating saw, followed by 
2. Reaming the acetabulum (hip pan), with a half-sphere-shaped 

tool equipped with cutting edges similar to a cheese grate, which 
provides the shape for the pan implant. 

3. Inserting the acetabulum implant, which is hammered into the 
prepared acetabula (press-fit fixation). Inside this implant an 
inlay is inserted, which poses the gliding surface. 

4. Reaming the femur (thigh bone), with scrapping tools, which 
are shaped like the stem implant for preparing the stem 
implantation. Most often multiple tools in ascending sizes are 
used until the size of the stem implant is reached. 

5. Inserting the stem implant, into the prepared femur analogous 
to the acetabulum implant also using a press-fit fixation, followed 
by mounting the ball-counterpart on the stem. 

The enhanced version of HIPS now guides users through all stages 
of the THA procedure, with the exception of incision and closure, 
using novel haptic devices and haptic rendering algorithms. Only for 
the second step (acetabula reaming) the principles of the collision’s 
detection and haptic rendering algorithms, the 3D-models of the 
operation room and the patient anatomy were reused. 

In this paper, we report on a study assessing the visual and haptic 
realism of the simulation, its user experience, potential usefulness in 
medical curricula, as well as on gaining insights for further work. The 
research questions (RQ) this study should answer are: 
RQ1: “Does the HIPS simulator provide realistic visual and haptic 
feedback?” 
RQ2: “How is the user experience and usefulness of HIPS?” 

Our systematic review of literature shows that the assessment of 
surgical VR/AR training simulators utilizing VR or AR often relies on 
quantitative methodologies [21–26]. Qualitative approaches, such as 
interviews, are less frequently used to evaluate their overall 
advantages and disadvantages [27, 28] or to evaluate specific training 
simulators [29]. Therefore, a mixed method design with focus on 
qualitative methods was chosen to assess the HIPS simulator. Overall, 
our key contributions are: 
• First VR-simulator for training THA with realistic force feedback 

as a complete surgical procedure  
• Presentation of novel haptic devices capable of simulating 

realistic forces and torques for THA 
• Novel haptic rendering methods for the surgical steps of THA 
• Novel insights into surgical training simulators by way of 

qualitative assessments  

2  STATE OF THE ART  

2.1 VR/AR-Training Simulators in Orthopaedic Surgery 

In orthopedic surgery, the majority of VR/AR applications center 
around tasks such as operation planning, fracture treatment, and 
arthroscopy. There is a limited number of applications that specifically 
address arthroplasty, with an even smaller focus on THA [15, 21, 30–
33]. A recent examination of orthopedic VR training simulators 
utilized in resident training from 2011 to 2021 revealed that only two 
studies out of 61 were dedicated to hip arthroplasty [21], both of which 
did not include haptic feedback [34, 35]. Additionally, Sun et al. [33] 
noted a majority of applications related to implant positioning for 
THA. The review by Su et al. [30] analyzing the accuracy of 

inclination, anteversion, and surgical duration identified five studies 
that stressed the advantages of using VR/AR for THA training. 
Previous reviews have mostly concentrate on arthroscopy, often 
overlooking arthroplasty [6, 36]. In a recent review by Syamlan et al. 
[15], only two applications for training THA [37], respectively 
acetabular reaming [18, 38] , were identified. 

Wiese et al. [39] describe a THA training simulation in VR for the 
surgical approach (incision to joint dislocation). Hooper et al. [34] 
assessed a THA VR training simulation based on the ORamaVR 
(Heraklion, Crete, Greece) software platform, without describing 
details on implementation and user feedback. Another THA VR 
training simulation by Younis et al. [40], allows the training from 
incision to relocating the joint. They generated 3D models of the 
operating theatre with all surgical instruments and hip anatomy. It 
allows to practice on either a skeleton model or a model with soft 
tissue. Nevertheless, the basis for anatomical modelling is not 
specified. The simulator gives the trainees some instructions about the 
procedure and also evaluates certain performance indicators. The 
precise configuration of the simulator, including the user feedback 
mechanism, is not given. Logishetty et al. [41] present a study where 
the THA VR Simulation v1.1 from Pixelmolkerei AG, Chur, 
Switzerland is assessed. It remains unspecified which stages of THA 
this simulator addresses or the foundation for the anatomical 3D 
model. However, details about the user feedback mechanism are 
revealed. It offers both training and assessment modes, providing 
guidance on surgical steps, instrument positions, labelled anatomical 
regions, and implant orientation in the training mode. In both modes, 
the trainees receive feedback on their errors in instrument selection 
and position, the frequency of prompts given by the simulator 
(activated when the surgeon fails to make incremental progress for 
over 30 seconds), hand path lengths, final component orientation, and 
the duration. In a follow up transfer study, Logishetty et al. [35] 
trained 32 residents over 6 weeks in a non-haptic VR scenario on the 
resection of the femoral head, where they improved their performance 
in the four measured parameter significantly. A further contribution 
was made by Kaluschke et al. [18] and Knopp et al. [19], presenting a 
training simulator for reaming the acetabula employing a KUKA iiwa 
robot for force feedback, representing a forerunner to the HIPS 
training simulator outlined in this paper. Summarizing the gaps in 
literature regarding XR simulators for THA: (1) there is no haptic 
feedback with the exception of our previous work for acetabulum 
reaming (1 of 5 modules presented here), (2) the realism of the 
simulators are not studied.  

2.2 Haptic Rendering Methods for Bone Simulation 

Simulating orthopedic surgeries presents the challenge that material 
removal needs to be calculated simultaneously with the forces to be 
fed back to the user. Although there exist several simulation methods 
that enable material removal, the majority of them are not suitable for 
haptic rendering, due to a low simulation frequency. Thus, in the 
following, we only consider methods that are applicable to haptic 
rendering. In fact, there are several publications on this topic in the 
haptic rendering literature. One of the earliest and widely utilized 
method for haptic rendering of arbitrary tools and environments with 
6 DOF feedback is the voxmap point-shell (VPS) algorithm by 
McNeely et al. [42]. This approach has many advantages, such as a 
fast run-time and conceptual simplicity, but also many downsides, 
which later publications try to remedy. The approach supports 
material removal, by assigning each voxel a density, representing the 
dynamic material state. For example, an early approach by Agus et al. 
[43] extends VPS to consider the voxels in a closed region around the 
virtual tool to simulate bone dissection. A limitation of the approach 
is that tools can only be spherical, besides the fact that material is 
discretized by voxels, leading to a jagged surface appearance. Later, 
Morris et al. [44] further extended this approach, by introducing new 
features that improve the realism of the drilling simulation. Most 
importantly, they mitigate the stiffness-scaling problem of VPS that 
arises when multiple voxels overlap at the same time. They introduce 
a non-linear scaling of the force magnitude, depending on the number 



 

 

of overlapped voxels. Acosta and Liu [45] use classic VPS but tried to 
reduce the force discontinuities of VPS during burr hole simulation by 
doing additional boundary checks and separating the physics and 
haptics tasks into asynchronous threads. Tsai et al. [46] improved the 
VPS drilling behavior to be more closely related to physical laws, to 
reduce voxel overlap. As shown the VPS approach, suffers from 
multiple downsides, most importantly force discontinuities. These 
occur due to reliance on voxel discretization, precomputed contact 
normals and discrete collision detection. This issue alone makes the 
VPS method not suitable for high-force feedback applications, such as 
THA training. One reason, no high-force THA simulator existed prior 
to this publication. 

Chan et al. [47] developed a simulator for otolaryngology surgery 
remedying some of the force discontinuities by integrating continuous 
collision detection and generating the dynamics of the tool by solving 
contact constraints on the acceleration level, instead of relying solely 
on overlap. However, another limitation of VPS remains: the 
discretization of the material removal, resulting in a non-continuous 
feed rate and visual artefacts, such as aliasing. To overcome these 
issues, we build upon the sphere-based approach by Kaluschke et al. 
[48], which does not suffer from force discontinuities and provides 
fully stepless material removal. Additionally, we enhance haptic 
rendering by integrating a rigid-body simulation to generate candidate 
poses, thereby improving the overall realism and effectiveness of the 
simulation. In summary, the key research gaps in haptic rendering for 
bone simulation lie in (1) the reliance on voxel-based approaches, 
which introduce force discontinuities and limit the stability of force 
feedback, and (2) the discretized material removal process, which 
causes visual artifacts and inconsistencies in the simulated material 
volume, hindering overall realism. 

3 METHODS AND MATERIAL 

3.1 The HIPS Training Simulation  

The HIPS training simulator has a multi-user functionality and enables 
interactive training sessions where a trainee can virtually perform a 
surgery under the guidance of a supervising specialist who provides 
instructions through voice, pointing gestures, and visual cues within 
the VR environment. Moreover, multiple observers can watch the 
training sessions in VR. The instructions provided in HIPS occur 
within the simulated operating room (Fig. 2.), where the virtual patient 
is positioned in the center. A large interactive information display is 
situated behind the virtual patient to assist the trainee. Positioned to 
the right side of the patient is a table containing the essential tools for 
each module. At the beginning of each module, trainees are briefed on 
the surgical step and key points to observe during surgery. Pictograms 
are used to highlight important points with detailed information. Once 
the module starts, the information screen explains the necessary steps 
and their corresponding progress, e.g. when to activate and deactivate 
the saw and reamer, important angels for acetabulum reaming or the 
order of the femur rasps. Upon completion of a training module, the 
trainee is asked to evaluate their own performance, followed by the 
systems feedback on their objective performance. The overall training 
assessment is shown after completing the final module. The primary 
mode of operation in HIPS is the self-guided single-user mode, where 
the trainee is directed through the key steps of the procedure utilizing 
textual instructions, images, and visual aids presented at the virtual 
patient's location (e.g., the optimal position for placing the saw). The 
application provides three levels of assistance for users to select from: 
a beginner level offering comprehensive guidance (see Fig. 3), an 
intermediate level with essential support information only, and an 
expert level with no guidance provided. The surgical steps covered by 
HIPS are organized into distinct modules that can be completed 
individually or consecutively. Progress achieved at the end of one 
module does not carry over to the next, as each module begins with an 
ideal starting point. This approach is implemented to ensure that errors 
made in one step do not impact the subsequent steps, maintaining a 
realistic training environment. The system is designed to detect errors 
occurring during the procedure and provide immediate feedback (red 

cross popping up). Based on the severity of the errors, points were 
associated, which are then summed up forming a score. The 
anatomical representations were accurately crafted based on insights 
from anatomical literature, THA guidelines, and consultations with 
expert surgeons. The development of the HIPS received input from 
highly experienced surgeons at Zeisigwaldklinken Bethanien in 
Chemnitz, Germany, with extensive expertise in implanting thousands 
of hip prostheses. The workflow concept, user interface, user 
feedback, user interaction relevant errors, haptic behavior, validity of 
the anatomy and operation room were constantly discussed with these 
consulting surgeons throughout the development process.  

Both haptic devices and the handpiece (see section 3.2) are 
connected to the collision detection and material removal module (see 
section 3.3), which handles the communication with these devices. 
The VR-scene is implemented in Unity3D integrating the collision 
detection and material removal module as an external library. 

 

 

Fig. 2. VR view of the operating room with central information screen 

behind the patient in the center and typical equipment. 

 

Fig. 3. White arrows pointing to visual indicators for the correct 

placement of the saw on the femoral neck in module 1. Left to right 

(red): wrong, medium deviation (yellow), correct (green). 

3.2 Haptic Devices 

For the haptic simulation of the sawing and reaming in modules 1 and 
2 a prototype of a force-feedback device (Virtuose 6D from Haption) 
was used (see Fig. 8). It represents a progression from the 
conventional Virtuose 6D, characterized by elevated torques across all 
motors, resulting in a peak force of 70 N in translation (5 Nm in 
rotation) at the wrist within the entire workspace, which covers a fair 
spectrum of forces occurring during acetabula reaming [16]. These 
augmented motor torques are obtained through increased reduction 
factors, thus expanding the stability and enabling a control stiffness of 
up to 12 kN/m in translation (40 Nm/rad in rotation) at a refresh rate 
of 1 kHz. A handpiece used for the saw and the reamer was built and 
equipped with an Arduino microcontroller, vibration motors and 
trigger buttons (see Fig. 8). When the buttons are pushed, the vibration 
motors are turned on and a signal is sent via WIFI using TCP/IP 
sockets to the PC running the HIPS-simulation to activate the saw 
respectively the reamer. The handpiece is connected to the 
Virtuose 6D via a Haption standard adapter. 

For the simulating the hammering steps in modules 3-5, we 
develop a dedicated novel device, depicted in 0 during stem 
implantation [49]. According to data we gathered from biomechanical 
experiments using fresh frozen and Thiel fixated human tissues 



 

 

(currently unpublished), impulses up to 20 kN are exerted during these 
procedures (see Fig. 7). HTC Vive trackers are used to align the 
hammer (a) the hand gripping the tool (b) and the hammering device 
in the virtual operation theater (see Fig. 4). We used Vive trackers for 
economic reasons and to not further increase the systems complexity 
by introducing another tracking system. The position of the 
hammering device is displayed as a ghost of the respective instrument, 
which needs to be aligned with the visualized instrument already 
correctly positioned in the situs. 

The general working principle of the hammering device is an 
obstructed axial movement in direction of the hammering impulse (see 
(d) and yellow arrow in 0). The obstruction is achieved by clamping 
an alloy block using Shimano V-break bicycle breaks. The Bowden 
train of the breaks is pulled by an electrical cylinder with 100 mm 
stroke length allowing for a continuous control of the clamping force. 
The maximum movement length is 55 mm. A rotational potentiometer 
is used to measure the displacement using an acoustic guitar string 
wound around the potentiometer to transform the linear movement 
into a rotation. No forces were measured in the version used for this 
study as the clamping of the breaks was controlled by displacement 
alone (see section 3.3 for details). An STM32F103 BlackPill-34 
microcontroller is used for controlling the hammering device and it is 
connected to a PC via USB. A DLL provides the control interface for 
the haptic rendering simulation. 

Between modules 2 and 3 the user needs to change the haptic 
devices. Upon loading module 3 the VR scene will shift so that the 
situs is aligned with the hammering device. The user now just has to 
the situs, hence the hammering device. As both haptic devices stay 
close to each other (~1 m), the user can take these steps without 
assistance, given that no obstacles are placed on the way. 

 

 

Fig. 4. Hammering device. a) Hammer with VIVE tracker b) Hand with 

hockey protection glove and VIVE tracker c) VIVE tracker at the 

hammering device d) Axial movable break component, yellow arrow 

indicating the movement direction. 

3.3 Haptic Rendering Method 

The first two surgical tasks (sawing, reaming) are rendered using 
traditional kinesthetic haptic feedback. To achieve this, we developed 
a novel rendering method that supports arbitrary tools, 6-DOF 
feedback, and continuous material removal at haptic rates. The latter 
three tasks involve hammer impacts, which we render using a 
simplified model specifically designed for our novel impact device. 

3.3.1 Intersection-Free Bone Simulation with Contact Set 

Building on Kaluschke et al. [48], we developed a rigid-body 
simulation (see Fig. 5). This means that before the continuous 
collision detection (CCD) step, an integration step is done. Thus, all 
candidate poses of the tool are not directly generated by the Haptic 
Tool (TH), but instead by the integration of motion, based purely on 
physical laws that act upon the Graphic Tool (TG). Consequently, all 

interactions are mediated by a user-interaction spring (UIS), similar to 
the virtual coupling (VC) method proposed by McNeely et al. [42]. 
The UIS generates external forces that align TG with TH. By still 
performing CCD, the simulation remains completely intersection-free. 
To detect multiple contacts, we apply a surface offset by increasing all 
sphere radii of one object by a constant contact margin (e.g. 2 mm). 
CCD integration eliminates pop-through events, to ensure that non-
continuous or erroneous contact normals no longer occur, as all 
objects stay non-intersecting.  

 

 

Fig. 5.The haptic rendering system, in comparison to the one 

presented by Kaluschke et al. [48]. The green steps are structural 

changes to the original system.  

Contacts are resolved using a novel hybrid method. We classify 
contacts by their relative point velocity into colliding and resting 
contacts, following Mirtich and Canny [50]. For colliding contacts, we 
iteratively apply partial impulses, checking whether the velocities at 
all contacts are receding, indicating the contact will be resolved during 
the next integration step. In such cases, the contact resolution stops. 
Hence, the partial impulses are used to iteratively solve velocity 
constraints imposed by the contacts on the tool. For resting contacts, 
we found that employing a penalty-based force proportional to the 
intersection volume outperforms the impulse-based method, as it 
better handles positional drift. Overall, integrating the rigid-body 
simulation significantly improved the haptic rendering experience, by 
eliminating most of the artificial friction. This improvement is due to 
our faster convergence compared to the original method, which could 
not render lateral movement during contact without artificial friction. 

We adapted the material removal process to the new method, as 
exact surface contact can no longer be guaranteed. Instead, the tool 
might slightly offset from the surface within the contact margin. Thus, 
during surface estimation, we compute a minimal separating distance 
for all contacts, which we add to the radius extension during material 
removal. This effectively considers the tool to be in exact contact with 
the environment, resulting in a consistent feed rate during material 
removal by removing the variable of how “close” the contact is. The 
material removal is instead modulated inversely by the global material 
density, global contact volume and directly by the local pressure that 
the user is applying on to the environment. Additionally, we 
precompute a drill direction for tool spheres, which we use to 
modulate the drilling contribution based on the angle between local 
contact normal and drill direction. This allows us to more realistically 
simulate the material removal of the saw, as its blade can only remove 
material in the direction of the saw teeth. These modulations lead to a 
radius extension (around 10 μm) that creates overlap between tool and 
environment spheres, which is resolved by directional shrinking of the 
spheres. Meaning we move overlapping environment spheres by half 
of the translational depth of penetration (dop) and reduce its radius by 
half of the dop. Consequently, we reduce the material volume with 
infinite detail, without any steps. 

3.3.2 Stable Feedback without Intersection 

An important part to the UIS is force saturation, which is not a part of 
VC. Force saturation ensures that the stiff UIS does not generate a 
force 𝐟s that is so large that it overpowers the contact forces  𝐟c. In case 



 

 

|𝐟s| ≫ |𝐟c|, the sum of external forces would tend to generate already 
intersecting candidate poses during integration. This is especially 
important, as we only allow contact penetrations until the objects 
touch, meaning penalty forces 𝐟c can only grow in a limited range (e.g. 
2 mm). By saturating both forces of UIS and contacts, we make it 
likely that candidate poses during integration are close to TG’s current 
pose, in case the tool is in contact (see Fig. 6). Of course, if there is no 
contact, the UIS force will grow large enough to allow free movement 
without the feeling of inertia. The exact threshold for that needs to be 
manually tuned.  

|𝐟c| ≤ 5 N, |𝐟s| ≤ 1.5 N, |�⃗⃗�s| ≤ 5 Nm 

where the saturation of 𝐟c also indirectly defines a saturation of 

𝐟s = 𝐓( 𝐇W
TG

𝐇W
TH

−1)kt − (�⃗⃗�(TH) − �⃗⃗�(TG))bt
rel − �⃗⃗�(TH)bt

abs 

�⃗⃗�s = 𝐑( 𝐇W
TG

𝐇W
TH

−1)kr − (�⃗⃗⃗⃗�(TH) − �⃗⃗⃗⃗�(TG))br
rel − �⃗⃗⃗⃗�(TH)br

abs 

where 𝐇W
{TH,TG} is a homogenous matrix that transforms the tool’s 

centre of mass from local space to world space W, for the respective 

poses, and 𝐓(𝐌), 𝐑(𝐌) extract the translation vector and rotation axis 

(scaled by the rotation angle) of a transformation 𝐌. The stiffness and 

damping constants need to be tuned for the individual force feedback 

device, and they do not necessarily need to hold the same value for the 

virtual simulation and the real haptic rendering.  

 

 

Fig. 6. The user interaction spring mediates the interaction between 

real and virtual world. Balancing the forces of environment and user by 

saturation improves stability. 

 

Table 1. Impact device parameters per surgical task. 

Task 𝒄 𝒊𝟏 (mm) 𝒃𝟎 𝒃𝟏 

Hip implanting 0.01 5 0.35 1.0 

Femur rasping 0.05 8 0.35 0.8 

Femur implanting 0.2 20 0.1 0.35 

 

 

Fig. 7. The simplified impact rendering model. 

3.3.3 Impact Rendering Method 

We use the novel hammering device to render all surgical tasks that 
involve hammering, as those are impossible to render on traditional 
kinesthetic haptic devices. The hammering device provides the 
insertion depth of the sliding mechanism as output, and allows the 
actuation of the braking force acting on the sliding mechanism. 

Through extensive biomechanical experiments, we have found the 
relationship between the insertion depth and hammer impact force. 
Based on this data, we have developed a material model that adjusts 
the braking force b(𝑖), based on the current insertion depth 𝑖 in mm: 

b(𝑖) =
c

𝑖
𝑖1

⁄
− 1

c − 1
(b1 − b0) + b0 

where c, 𝑖1, 𝑏0 and 𝑏1 were tuned together with surgeons (see Tab. 1). 
This leads to a model that changes the insertion rate of the instrument 
that is struck by the hammer (see Fig. 7). The surgeon then haptically 
feels how far the instrument travels in relation to how hard they struck 
it. This ratio gives the surgeon information of how far the instrument 
has been inserted in relation to how far it can be inserted, without 
damaging any surrounding tissue. 

3.4 Experimental Setup 

All procedures were reviewed and approved by the local ethics board 
(Ethikkommission der TU Chemnitz, case-no.:  #101602133). The 
assessment of the HIPS training simulator was carried out at the Clinic 
for Orthopaedics, Trauma Surgery, and Sports Traumatology at the 
Zeisigwaldklinik Bethaninen Hospital in Chemnitz, Germany. The 
majority of the Clinic's members participated in the assessment, 
representing a diverse range of experience levels from students via 
residents to seasoned surgeons. Participants were first briefed on the 
study's objectives and data handling procedures. Next, they provided 
written consent. In the initial assessment phase, participants disclosed 
demographic information such as age, gender, current residency year 
or years since completion, previous VR experience, participation in a 
previous non-haptic evaluation study of HIPS and their involvement 
in annual THA procedures. Following this, they were introduced to 
the VR system (HTC VIVE Pro Head Mounted Display (HMD)) and 
started the HIPS training simulation, completing all five modules (see 
Fig. 8). Participants were encouraged to comment throughout the 
simulation by employing the think-aloud method. After the 
completion of each module, the participants were asked standardized 
module specific questions regarding the visual, haptic and overall 
realism on a five-point-Likert-scale (see Tab. 3).  

 

 

Fig. 8. A participant performing acetabula reaming using the Virtuose 

6D. 

 

Table 2. Questionnaire for evaluating user acceptance and intention of 

use of the HIPS training simulator. 

Q1: The 3D presentation of the situs was realistic. 

Q2: The 3D presentation of the operating room was realistic. 

Q3: The HIPS simulator helps to learn how to insert an endoprosthesis. 

Q4: Time passed quickly when I used the HIPS simulator. 

Q5: Learning how to use the HIPS simulator is easy.  

Q6: I enjoyed using the HIPS simulator. 

Q7: I would recommend the HIPS simulator to medical students.  

Q8: I would recommend the HIPS simulator to residents.   

Q9: I would recommend the HIPS simulator to medical specialists.   

Q10: The HIPS simulator should enable patient-specific training. 

Likert-scale end points: 1 – strongly disagree; 5 – strongly agree 

 



 

 

The post-assessment began immediately after the conclusion of the 
five training modules. Participants, still wearing the HMD, rated their 
level of Presence on a scale of 1 to 10 using a single-item question 
from Bouchard et al. [51]. We measured presence in a sense of a 
control variable to check, that HIPS achieves sufficiently high ratings 
to induce the feeling of being in an operating room. Following this, 
participants removed the HMD and answered a 10-item questionnaire 
on user acceptance and intention of use on a five-point-Likert-scale 
(0). This questionnaire was adapted from Fang et al. [52], who 
evaluated a haptic-based VR temporal bone simulator based on the 
Technology Acceptance Model (TAM) by Davis [53]. The reason for 
tailoring the questionnaire to the HIPS-simulator was to enhance 
participant engagement and understanding. Given the evaluation was 
conducted during regular hospital working days, a concise assessment 
was crucial to avoid prolonged participant engagement. Therefore, 
only essential questions were included. Finally, participants were 
given the opportunity to offer additional comments and summarize 
their overall experience. Time and accuracy were not measured as the 
aim of this study was to not assess any training effect or compare the 
surgical capabilities between residents and specialist, but rather 
validating the realism of HIPS. RQ1 should be answered using Q1, Q2 
from Tab. 2 and Tab. 3. For answering RQ2 Q3 to Q10 from Tab. 2 
were chosen. Further, the qualitative feedback should help answering 
both RQs. 

3.5 Data Analysis  

The descriptive statistics were computed with SPSS version 29.0 
developed by IBM. In terms of qualitative analysis, each new input 
from a participant was documented by the experimenter in a 
spreadsheet. Subsequently, the feedback was coded, with similar 
responses being clustered together. The identified usability issues 
were quantified to assess the severity of the obstacles. Instances where 
a participant reiterated a previous comment from another participant 
were also documented. One participant could only finish module 1 and 
another one had to stop after completing module 2. Further, 3 residents 
had not performed the steps of module 3-5 at a patient. Therefore, they 
were only asked about the visual realism of these modules, which they 
know from assisting during surgery. 

Table 3. Module specific questions for evaluating realism. 

Module 1: Sawing off the femoral head 

M1_2: Sawing off the femoral head was realistic. 

M1_2: Solely visually: sawing off the femoral head looked realistic. 

M1_3: Solely haptically: sawing off the femoral head felt realistic. 

Module 2: Reaming the acetabulum 

M2_1: Reaming the acetabulum was realistic. 

M2_2: Solely visually: Reaming the acetabulum looked realistic. 

M2_3: Solely haptically: Reaming the acetabulum felt realistic. 

Module 3: Implanting the pan  

M3_1: Implanting the pan was realistic. 

M3_2: Solely visually: Implanting the pan looked realistic. 

M3_3: Solely haptically: Implanting the pan felt realistic. 

Module 4: Scraping out the femur 

M4_1: Scraping out the femur was realistic. 

M4_2: Solely visually: Scraping out the femur looked realistic. 

M4_3: Solely haptically: Scraping out the femur felt realistic. 

Module 5: Implanting the stem 

M5_1: Implanting the stem was realistic. 

M5_2: Solely visually: Implanting the stem looked realistic. 

M5_3: Solely haptically: Implanting the stem felt realistic. 

Likert-scale end points: 1 – strongly disagree; 5 – strongly agree 

3.6 Demographics 

There were 17 medical staff participating in the study with a mean age 
of 39.53 (SD=7.63; 29-57 [min-max]) years, and a mean height of 
179.47 (SD=6.30; 171-193 [min-max]) cm. The average annual 
participation in THA is 86.06 (SD=106.99; 5-400 [min-max]). The 8 
resident participants were on average in year 3.13 of their residency 
(SD=1.64; 1-6 [min-max]). One of the residents self-identified as 

female and 7 as male. The 9 specialist surgeons (all male) had on 
average 11.33 (SD=6.12; 6-24 [min-max]) years of experience after 
their residency. Seven participants (3 specialists; 4 residents) did not 
have experience with VR and did not partake in the visual-VR only 
evaluation of HIPS whilst 10 had previous VR experience. Eight 
participants partook in a previous visual-VR only evaluation of HIPS 
without any haptic feedback.  

4 RESULTS  

4.1 Realism, User Acceptance and Presence 

The user acceptance results show a very overall positive reception of 
HIPS (see Tab. 4, Fig. 9). The 3D presentation of the situs and 
operating room were perceived as realistic (Q1, Q2) and, as very 
helpful to learn THA (Q3). Further, HIPS was fun and easy to use (Q4-
Q6). From the target group of medical students and residents HIPS 
received high recommendation (Q7, Q8). Only for training specialist 
HIPS was rather not recommended (Q9). Lastly, there was a strong 
wish for HIPS to enable patient-specific training (Q10). Presence was 
rated fairly high (M = 7.20, SD = 1.90). 

The module specific questions regarding the realism of HIPS are 
consistent with the overall good results (see Tab. 4, Fig. 10). In all 
modules, the visual realism was higher than the haptic realism, with 
the combined realism in-between or on par with the haptic realism. 
Despite the very different haptic tasks and devices, the ratings on 
haptic realism were very similar: their means ranged between 3.35 
(sawing in module 1) and 3.87 (femur scraping in module 4). 
Similarly, although on a higher level, visual realism, was rated 
between 3.75 (reaming in module 2) and 4.27 (stem insertion in 
module 5). For the overall realism, the means, of the modules were 
even closer to each other: 3.56 for the sawing in module 1, and 3.87 
for the femur scraping in module 4. 

4.2 Qualitative Feedback 

Here, we focus on comments about further improvements as they 
are most important to identify the current limitations and future work 
directions of HIPS. 66 aspects for improvement across all modules 
were documented (10 in module 1; 13 in module 2; 19 in module 3; 
14 in module 4; 10 in module 5). We partitioned them into five 
categories, which we derived after an initial analysis of the statements: 
(1) haptic rendering, (2) visualization (3) auditory feedback, (4) 
hardware setup, and (5) teaching/user interaction concept. Most of the 
aspects mentioned by the participants concern category 1 (haptic 
rendering). In general, the participants perceived the haptic rendering 
as grossly realistic. However,12 participants stated that the sawing felt 
too hard and the resistance was too strong. 11 participants felt that 
their pushing on the saw had too little influence. Also, 11 participants 
stated that there is no (or too little) difference between cortical bone 
(outer, hard and dense layer) and the spongiosa (inner, sponge-like 
kernel) when sawing. Only the first drop in resistance, when breaking 
through the cortical bone into the spongiosa, could be perceived, 
whilst the increase in resistance from spongiosa to the cortical bone, 
at the back of the femoral neck, could not be felt clearly. Only 2 
participants felt that the contact of bone and saw in module 1 felt too 
soft. For the second module, 8 participants felt no increase in 
resistance when reaming the acetabulum, which in reality occurs as 
the contact area between acetabulum and tool increases during 
reaming. This is an important indicator for feeling the progress of 
reaming. In addition, 5 participants stated that the reamer should 
vibrate/shake more in the beginning, and the rotational jerk was 
missing, which happens when the reamer makes first contact with the 
acetabulum. According to this demand we developed an algorithm, 
which simulates this behavior (see Supplement 1). For the stem 
implementation (module 5), 8 participants perceived the required 
force as too high.  

The participants commented very little on the visualization 
(category 2). The most relevant statement here (9 participants) 
concerned the missing display of the reamed material that usually 



 

 

accumulates inside the reaming, which can be an indicator for the 
progress of the reaming. When inserting the rasp into the femur 
(module 4), 6 participants reported that they did not see a movement 
of the rasp, even though it was moving. Almost all participants did not 
care much about missing blood splattering in our simulator. Deviating 
from this majority, one resident requested this feature, since that 
would help prepare them for similar splattering in the operating room. 
In general, the visualization quality was praised, with only minor 
suggestions for further improvements.  

Table 4. Results of user acceptance, intention of use, presence and 

module specific realism (M – mean, SD – standard deviation) 

Q1_Situs_realsim M=3.87, SD=0.83, min=2, max=5 

Q2_OR_realsim M=4.33, SD=0.62, min=3, max=5 

Q3_Helps_learnimg M=4.27, SD=0.88, min=3, max=5 

Q4_Time_passed M=4.40, SD=0.83, min=3, max=5 

Q5_Easy_to_use M=4.53, SD=0.64, min=3, max=5 

Q6_Enjoyment M=4.80, SD=0.41, min=4, max=5 

Q7_Recommend_students M=4.33, SD=0.82, min=3, max=5 

Q8_Recommend_residents M=4.00, SD=1.20, min=2, max=5 

Q9_Recommend_specialists M=2.60, SD=1.35, min=1, max=5 

Q10_Train_patient_specific M=4.20, SD=1.21, min=2, max=5 

Presence M=7.20, SD=1.90, min=4, max=10 

M1_1_Saw_realism M=3.65, SD=0.61, min=3, max=5  

M1_2_Saw_visual_realism M=4.18, SD=0.70, min=3, max=5 

M1_3_Saw_haptic_realism M=3.35, SD=0.61, min=2, max=4 

M2_1_Reamer_realism M=3.56, SD=0.73, min=3, max=5 

M2_2_Reamer_visual_realism M=3.75, SD=0.93, min=2, max=5 

M2_3_Reamer_haptic_realism M=3.56, SD=0.73, min=2, max=5 

M3_1_Pan_realism M=3.67, SD=1.07, min=2, max=5 

M3_2_Pan_visual_realism M=4.00, SD=1.00, min=1, max=5 

M3_3_Pan_haptic_realism M=3.58, SD=1.08, min=2, max=5 

M4_1_Scraping_realism M=3.67, SD=1.15, min=1, max=5 

M4_2_Scraping_visual_realism M=3.87, SD=0.74, min=3, max=5 

M4_3_Scraping_haptic_realism M=3.67, SD=1.30, min=1, max=5 

M5_1_Stem_realism M=3.58, SD=1.16, min=1, max=5 

M5_2_Stem_visual_realism M=4.27, SD=0.70, min=3, max=5 

M5_3_Stem_haptic_realism M=3.50, SD=1.38, min=1, max=5 

 

 

Fig. 9. Results of user acceptance, intention of use, presence (black 

dots – mean value, grey bar – range of the given answers, error bars – 

standard deviation). 

In modules 1, 3, 4, and 5, the missing auditory feedback 
(category 3) was mentioned by 9 participants, among them 6 
specialists, who stated that auditory feedback is an important reference 
for them to track the progress of the surgical steps.  

In the category 4 (hardware setup), 7 participants reported that the 
positioning of the haptic devices was not ideal for applying the 
necessary forces. Unfortunately, the mounts for the hardware devices 
are not adjustable in height, hence there was no way to allow for an 
optimal positioning for all participants. Further, 6 participants 
commented that the handpiece is heavier than a real saw, even though 
others confirmed that the weight felt realistic. In modules 3 to 5 all 
participants commented on the ghost instruments alignment which 
jittered greatly at each hammer hit. This resulted in 5 participants not 
hitting as strongly as usual, as they had doubts if the virtual and real 
world are really in sync.  

Regarding the category 5 (teaching/user interaction concept), 
6 participants stated that during acetabulum reaming (module 2), only 
one angle was shown as correct; however, during real surgeries the 
reaming is performed in more than one direction.  
Overall, there were many positive comments, for instance, “good 
visualization”, “highly realistic”, “I have more confidence now for my 
first real operation”. 

 

 

Fig. 10. Results of module specific realism. 

5 D ISCUSSION  

5.1 Context in State of the Art 

It is worth noting that our study stands out as the pioneering endeavor 
to comprehensively describe the haptic simulation utilized in a THA 
simulator, while also presenting a detailed analysis of potential 
enhancements in the quality of haptic simulation for THA with-in the 
realm of a VR-based training system. This comprehensive analysis 
spans from the initial step of femoral head resection to the final stage 
of stem implantation. Regrettably, existing THA VR training 
simulators such as those by Hooper et al. [34] , Logishetty et al. [35, 
41, 54], and Younis et al. [40] lack detailed information regarding the 
capabilities of their simulators, thereby allowing only a superficial 
comparison with our work. Hooper et al. [34] display the patient’s 
anatomy as a skeleton-only 3D-model and alternatively, with 
surrounding soft issues. Further, they also provide a realistic operation 
room model. 

The THA VR simulator utilized by Logishetty et al. [41], offers 
training and assessment modes that are comparable to our simulation 
setup. This simulator also provides guidance on surgical instrument 
handling and implant positioning, while also tracking surgical errors. 
Logishetty et al. [41] focused primarily on evaluating the training 
outcomes for residents, rather than assessing the simulator itself, 
hence hindering a direct comparison with our study findings. In a 
follow-up study Logishetty et al. [35] the learning transferability for 
sawing off the femoral head was investigated, which corresponds to 
our module 1. They use a similar visual guide like us, but additionally 
show parameter of the cutting plane on a billboard directly above the 
situs. They measure four parameters defining the femoral cutting 
plane to assess the quality of the cut. We do not measure these 



 

 

parameters, as our consulting surgeons have instead defined a corridor 
that is considered good for our virtual patient. We decided against 
more detailed measures similar to Logishetty et al. [35] as the optimal 
cutting corridor depends on the patients anatomy, so our consulting 
surgeons opinion was that it is more important to identify this corridor 
based on the anatomy rather than focusing on training to achieve 
specific parameters. Additionally, Wiese et al. [39] have reported 
utilizing a concept similar to that of Logishetty et al. [41] and our 
research, focusing on the surgical approach for THA – an aspect that 
is not covered by our HIPS simulation.  It is noteworthy that none of 
the aforementioned works have integrated a haptic simulation 
component.  

The authors acknowledge the presence of OssoVR, inc. in San 
Francisco, USA, and FVRVS Ltd. in London, UK, who offer THA 
VR training similar to HIPS. Regrettably, information is only 
available in informal sources such as company videos and websites, 
making a comprehensive scientific comparison unfeasible. Thus, there 
is a pressing need to thoroughly document and evaluate these 
commercial simulators in peer-reviewed publications to allow for an 
unbiased evaluation and assessment. 

5.2 HIPS current degree of realism 

Given the divers background in knowledge and experience of the 
participants, we will interpret the relevance of the participants 
statement not solely by their frequency. Due to the master-apprentice 
teaching style in surgery the frequency of statements by participants 
at another hospital might be drastically different. We want to avoid to 
prematurely neglect statements as less relevant only because few 
participants mentioned them. 

The answer to RQ1 “Does the HIPS simulator provide realistic 

visual and haptic feedback?”, is that the visual realism is high for all 
five modules. The haptic feedback was grossly realistic with slight 
differences between the modules. The results show that the situs and 
operating room are realistic, even though the situs was more exposed 
than in reality, explaining the slightly lower ratings. This is very likely 
due to the fact that during real surgery the soft tissue is moved and 
stretched to a large extend. As HIPS does not provide a soft tissue 
simulation allowing to morph the 3D geometry of the virtual situs, this 
was not simulated.  

Regarding the questions directed at the haptic, visual and overall 
realism in all five modules, surprisingly very constant ratings were 
measured. No module stood out in any direction. Also, the separate 
realism ratings show a high consistency with visual realism always 
coming out top, which is not surprising as the visual simulation 
capabilities are superior to the haptic ones. Interestingly, the overall 
realism always scored in-between the visual and haptic realism or on 
the same level as the haptic realism. Our interpretation is, that the 
visual and haptic cues are roughly equally important for the 
participants, even though haptics might have a slightly higher weight. 
However, a further study is needed to explore deeper on the 
importance of cues for the perceived realism and the training effect.  

These results also show that the haptic realism overcame an 
important threshold for the participants, accepting it as coarse, but still 
close enough to form a meaningful starting point for training. This is 
supported by the feedback the surgeons gave, as all improvements that 
were mentioned concerned details of the simulation quality. Not one 
participant stated the haptic feedback was totally unrealistic. 
Exemplarily for this are the comments regarding the sawing, where 
every participant felt to saw bone, even though it was perceived by 
some as too hard and many couldn’t feel the difference between the 
cortical bone and spongiosa. Also, the missing increase in resistance 
and rattling during acetabulum reaming in module 2 or the too high 
forces for stem implantation in module 5 underline this point. These 
issues can be addressed by refining the haptic rendering. The most 
interesting comment regarding the haptic realism is that only 2 
participants said the contact of bone and saw felt too soft. This 
steel/bone contact is a very hard contact that slightly exceeds the 
hardware capabilities of the used Virtuose 6D [55]. The fact that only 
2 participants mentioned this, is highly likely because the femur and 

acetabula are embedded in soft tissue and move when coming in 
contact with the instruments. Therefore, it is perceived softer than a 
rigidly fixated bone and deemed as realistic by the vast majority. 

Regarding the visual feedback, the most important comments 
concerned the collection of the cut material inside the reamer head, 
which is an important indicator for the surgeons. Given that the 
material model currently calculates exactly the chipped away volume, 
the most important step for visualizing is already implemented. 
Interestingly, there was a high number of participants who did not 
perceive the rasp moving inside the femur in module 4, despite it 
actually does. A likely explanation is that a combination of the HMD 
resolution, the loss of alignment that occurred at every hammer hit in 
combination with the concentration on the hammering, led to the 
participants not recognizing the rasp movement of 8 mm. An HMD 
with a higher resolution and more robust tracking for the hammer, 
hand and hammering device may solve this issue. During the concept 
phase of HIPS we decided against the simulation of blood splatters in 
consensus with the consulting specialists as it was deemed not a 
priority. The results from the realism questionnaires and the comments 
are in general supporting this decision. However, the comment of the 
unexperienced resident who missed blood splatter in order to be better 
prepared showed how simulation aspects can have different priority 
depending on one’s experience. 

The most relevant finding from our study is the importance of 
auditory feedback for all surgical steps except acetabula reaming, as it 
can be an important indicator for the surgeons to track progress. 
Together with the comments on the visual and haptic feedback, two 
important findings become clear (1) all three cues are used by the 
surgeons during operation and need to be simulated (2) there are 
individual differences on how heavy the surgeons lean on these three 
cues for tracking the progress of the surgical steps. Simulating realistic 
audio feedback is a very challenging feat, as it requires material 
property dependent computation of the auditory feedback. However, 
the currently implemented material model for haptic rendering 
provides a good starting point. By extending the haptic properties with 
sound properties, a parallel simulation pipeline for auditory feedback 
can be implemented, based on audio samples from real surgeries. 

RQ2: “How is the user experience and usefulness of HIPS?”, 
can be answered, that a highly engaging user experience was achieved 
as well as high approval rates for the targeted user groups of medical 
students and residents. To no surprise, the current implementation was 
deemed as currently less usable for specialist training. This is backed 
up by the numerous comments of the participants pointing out many 
details for improving the realism, whilst considering it as sufficiently 
good to gather first meaningful hands-on experiences. In this context, 
we can also report a surprisingly high demand for patient specific 
training capabilities. For the hardware setup the most pressing need 
for improvement concerns height adjustable mounts for the haptic 
devices, allowing to operate in comfortable positions. Due to the high 
forces exerted, the mounts for the haptic devices needs to be sturdy 
and specially developed, which we decided to put on a lower priority 
in order to concentrate on the haptic feedback. Another interesting 
finding are the comments on the seemingly too high weight of the saw. 
There are two kinds of saws available in reality, electrical and 
pneumatical. Both types of saws differ significantly in their weight. 
Depending on what type the surgeons are used to, they perceived the 
weight of the handpiece used in HIPS as either too heavy or realistic. 

As for the teaching/user interaction concept the alignment of the 
visual models of hammer, hand and instruments with their haptic 
counterparts yielded the most pressing need for improvement. The 
hammer hits cause the VIVE trackers to vibrate leading to a 
temporarily loss of tracking for 2-3 seconds. As the time between 
hammer hits is much faster than the cool down time of the VIVE 
trackers, implementing compensation approaches is not feasible. 
Instead, a more robust tracking method must be implemented. An 
optical infrared tracking could be a solution. However, it would 
significantly increase costs and technical complexity of HIPS, and is 
sensitive to occlusion. RGB cameras and AI-based object recognition 
and tracking is another approach for improving the alignment, but also 



 

 

IMU, accelerometers, depth cameras or VR HMD with integrated 
hand tracking are possibly solutions. A robust alignment will 
consequently help to improve trust in HIPS and reduce the 
participants’ fear of hitting themselves. Another point for improving 
the acetabulum reaming in module 2, is to clearly point out, that in the 
current version only the reaming with the last reamer tool is simulated. 
This would make it clear that no other angle than the indicated must 
be reamed. In a next step, the capabilities of HIPS should be expanded 
to allow for reamer tool changes. Aside from this ambiguity the 
teaching/user interaction concept was perceived as very good, which 
emerged from the questionnaire results as well as from the participants 
comments. Lastly, the presence rating suggest that the participants felt 
as being inside an operation room.  

Following this initial assessment of HIPS realism, the actually 
transferability of the skills learned in the simulation to real surgery has 
to be investigated. This means to determine if the current haptic 
simulation with all its current impairments is still enough to detect a 
learning effect or if further improvements in the simulation realism 
have to be achieved first. 

The results of our study provide deep insights for researchers and 
practitioners alike that are valuable also for building training 
simulators for other surgical procedures. The introduced novel haptic 
hammering device is relevant for haptic simulations of other surgical 
procedures, e.g. knee and shoulder prostheses. 

5.3 Study Limitations 

The limitations and measures for improvements of the HIPS simulator 
itself have been discussed previously, so that here only limitations 
concerning the user study are discussed. The participants all were from 
the same hospital and therefore biased by the way THA is performed 
there. It is strongly recommended to verify our results with a larger 
number of participants from other hospitals and countries. Only 1 of 
17 participants were female, which is however representative for the 
field of orthopedic surgeons where country dependent 3 % (England) 
to 11.2 % (Canada) are female [56].  

6 CONCLUSION  

In this work, we present a novel VR training simulator, called HIPS, 
for learning the implantation of hip protheses (THA), including 
realistic haptic feedback. It is the first time that realistic feedback for 
the training of this surgery is presented, which required the novel 
development of a haptic device for the hammering surgical steps in 
conjunction with novel algorithms for haptic rendering and material 
removal simulations. HIPS enables the training of five surgical steps 
ranging from cutting off the femoral head to implanting the stem. In a 
user study with 17 surgeons from all experience levels, diverse and 
excessive feedback regarding the simulation realism, usability and 
further improvement were gathered. HIPS was very well received by 
the participants and they confirmed that it is feasible to gather first 
valuable practical experiences. Most importantly, many points for 
increasing the realism of the simulation quality even further were 
gathered and will be introduced in future developments. In a next step, 
HIPS should be investigated in an orthopedic resident curricular to 
determine skill transferability. Further, improving the haptic devices 
to allow the simulation of higher forces (Virtuose 6D) and more 
degrees of freedom (hammering device) along enhanced haptic 
rendering and material removal algorithms are important future work. 
Lastly, the simulation of the incision would represent a giant leap in 
simulation quality demanding novel algorithms for visual and haptic 
rendering. 
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SUPPLEMENT S1:  TURBULENT DRILLING FRICTION  

 

Supplement Figure 1: Possible contact situation for the hip 

reamer showing the point velocity augmentation, which leads to 

emergent behavior that represents a key haptic sensation to 

learn. 

The mentioned partial impulses in section 3.3.1 include a frictional 
component, which allows us to render turbulent torques, as those 
described by Lorenz et al. [57]. The basic idea is to augment the point 
velocity computation by the theoretical angular velocity of spinning 
cutting blade’s angular velocity. Given the cutting blade’s rotation 
axis �⃗�, passing through a point 𝐩 and a contact point 𝐜I with contact 
normal �⃗⃗⃗�I, we define the point velocity �⃗⃗�p

𝑖 (T) of tool T at contact 𝑖 
(see Supplement Fig. 1) during contact classification and tangential 
impulse in the following manner: 

�⃗⃗�p
𝑖 (T) = �⃗⃗�(T) + �⃗⃗⃗⃗�(T) × (𝐜𝑖 − 𝐨(T)) + �⃗⃗�c

𝑖 

�⃗⃗�c
𝑖 = (𝐜𝑖 − 𝐩 − �̂�((𝐜𝒊 − 𝐩)T�̂�)) × �̂� ωd clamp (

1

𝑉𝑑
, 0,1) 

where 𝐨(T) is the tool’s centre of mass, ωd is the angular velocity of 
the cutting blade (for a hip reamer, we use 28.27 rad/s [58]) and Vd is 
the contact volume of the cutting blade with the bone (in m3). We 
factor in the inverse of the global contact volume, as large friction in 
a localized area tends to exacerbate the turbulent torque. The 
additional friction is only displayed during material removal and leads 
to emergent behavior from the simulation that mimics the real 
phenomenon. It should be noted, that this adjusted point velocity is 
used to classify colliding and resting contacts, but not to evaluate the 
velocity constraints, as this allows us to still maintain high stability, 
despite the volitional turbulence. 
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